aining blank pages.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the rem

50, will be treated as malpractice.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

USN 21CS54
Fifth Semester B.E. Degree Exammatlon June/July 2024
Artificial Intelligence and Machme Learmng

Time: 3 hrs. : Max Marks: 100
Note: Answer any FIVE full questzons, clmosmg ONE full questmn from each module
2 (s Module 1
1 a. Define the terms : Y
i) Artificial Intelligence /4i)Turing Test iii) Total Turmg Test
Summarize the capabilities required by computer t to pass the turing test and total turing test.
N (10 Marks)
b. Outline the following phases with respect to hlstoxy of AL
i) The birth of Art1ﬁc1a1 Intelligence
i) Al Winter, . |/ 5 Y (10 Marks)
s OR
2 a. Explam Slmple—Problem Solving- Agent with an algorlthm Also state the assumptions done
in thé process of agent design. /J\ > o :\ N4 (10 Marks)
b. Illustrate the component of well defined problems by formulating “Vacuum World” Toy
problem. yr RN e (10 Marks)
4&,"  Module2® .Y Y
3 a. Infer the conditions for optlmallty of A" algorlthm Given the followmg graph with initial
state S, Identlfy the Goal state and solve for A’ algorlthm [Refer F 1g Q3(a)]
4 Fig. Q3(a) (10 Marks)
l{).'?,Deﬁne Machine Leammg Explain in detall the different types of machine learning with
“yéxample. (N g (10 Marks)
R, /5 7 OR
4 a. Whatis dlSpCl‘SlOl‘l of Data? Explam the different measures of data dispersion. (10 Marks)
b. Explain PCA: Write the PCA algorithm. (05 Marks)
c. Consider the following data of ML course registration. There are 50 boys and 50 girls in the

class. Apply Chi-squaré, test and find out whether any difference exists between boys and
girls for course registration. [Assume : P = 0.0412]

Gender | Registered | Not Registered | Total
» %, | Boys 35 15 50
Girls 25 25 50
‘ Total 60 40 100

(05 Marks)
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Module-3 V'

Generate version space for the given dataset usmg candldate elimination algorithm.
CGPA | Interactiveness | Practical Commumcat]on Logical Interest Job
Knowledge | () 3 skills Thmkmg % Offer
>9 Yes Excellent |, Good Fast “])" Yes Yes
>9 Yes Good(s,.. Good Fasty | Yes Yes
> 8 No Good ¥ Good /Bast No No
>9 Yes Gdod/ Good {2 Slow No Yes
fa) 4 (10 Marks)
Demonstrate the steps of Leammg System Design. ¢ (05 Marks)
Differentiate between InStanee based learning and n/wdel-based learning. (05 Marks)
?~ / OR R

List the dlfferent va]1dat10n techniques of Regress1on methods. Explain any 4 techniques in
detail. N, R

; (10 Marks)
Consider thefollowing dataset: L)’
S.No./£%|. JCGPA | Assessment |, Project Result
LR /% | Submitted )
4h) 92 35 & 8 _Pas§
2 8 80" 7 7 APass
3 8.5 481 8 (A Pass A
4 6 & 45 53« Fail /
5 65 &7 50 de Fail Y
6 82 72 | 877 Pass .. |¢
7 5.8 ¢ 38 VLY Fajl’ .
8 8.9 91 e 9 Pass’

Assuming K = 3 ClaSSlfy the new mstance (6.1, 40, 5) usmg KNN algorithm. (10 Marks)
£S5 ‘ Module-4 PeO\ %
/( <T@ . ( \.\ $ ¢ 24 ‘;
lllustrate the structure of DCCISIOI‘I Tree, with its advantages and disadvantages. (10 Marks)
Deﬁne the following terms ; Vs

,{1) Entropy 1i) Informatlon gain , 4N \111) GINI Index
) .1v) Pre-pruning \v) Post-pruning 4 (05 Marks)
“Define Regressmn Tree Write the algonthm for constructing Regression Trees. (05 Marks)
AL ;4 OR
State Bayes Theorem Define MAP hypothesis and maximum likelihood. (06 Marks)

Consider a boy who has a vo]leyball tournament on the next day, but he feels sick today. It is
unusual that there is only/a:40% chance he would fall sick since he is a healthy boy. Now,
find the probability of the ‘boy part1c1patmg in the tournament. The boy is very much
interested in volley ball, so there is 90% probablllty that he would participate and 20% that
he will fall sick glven that he participates in the tournament. (04 Marks)
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' Pe 4

{
s 4 Y

Classify the given test data using Naive Bayes a]gorlthm Apply Laplace correction if zero
probability problem occurs.

Test data : [Assessment = Average, Asmgnmenf ‘Yes , Project = No and seminar = Good]
Given dataset :

Illustrate Mecu]loch and Pitts Neuron’ Mathematlcal model.
activation, ﬁmctlons used in ANN?

Explaind the dlfferent types of ANN,
Explam the architecture of Radlal Ba51s Function Neural Network (RBFNN) along with

algorithm.

Differentiate between clusterm g and cla551ﬁcat10n

p.

»
/£

OR

a {43
A

s

Voo ¢

Q@ &

S.No. | Assessment A551gnh‘1ent Project | Seminar \\Result
1 Good Yes; Yes Good“ |/ Pass
2 Average NYes No Poor, Fail
3 Good A% YNo Yes Good Pass
4 Average/ | |/ No No |/ Poor Fail
5 Average -/ No Yes | “Good Pass
6 Good |/ No No ¢ Poor Pass
7 Average Yes Yes Good Fail
8 ( Good Yes AXes Poor Pass

N (10 Marks)
¢ Module-S

Which are the different

(10 Marks)
(04 Marks)

(06 Marks)

(04 Marks)

Write K-means algorlthm Give the cluster tab]e aﬁer iteration 1 for the given data using K

means algorithm w1th dnitial value of ob_lects 2’and 5 with the coordmate values (4, 6) and
(12, 4)as 1111t1al seed

/

[~.

V20
.
Vad (2

Objects X,Codrdinate Y Coordirate
1 N 44
2 &l 4 A 6
A\ 6 AP, s

~d 0 .|° 4

Q5 12/ 4

'\/‘

/

J“Explam the dlfferent Cluster Evaluation mefhods

‘*****
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